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Optimally, the World Wide Web (or its equivalents or
successors) will be transformed into a huge virtual mas-
sively parallel processing computer or computers, with
potential through its established hyperlinks connections to

operate in a manner at least somewhat like a neural network
operate i a Mmanoer at ieast somewinatl IKC a feura: network

or neural networks, since the speed of transmission in the
linkages would be so great that any linkage between two
microprocessors would be virtually equivalent to direct,
physically close connections between those microproces-
SOrS.

With further development, digital signal processor-type
microprocessors or even analogue microprocessors may be
optimai for this approach. Networks with WWW-type
hyperlinks incorporating digital signal processor-type
microprocessor (or successors or equivalents) could operate
separately from networks of conventional microprocessors
(or successors or equivalents) or with one or more connec-
tions between such differing networks or with relatively
complete integration between such differing networks.
Simultaneous operation across the same network connection
structure should be possible.

Such broad bandwidth networks of computers will enable
every PC to be fuily utilized or nearly so. Because of the
extraordinary extent to which existing PC’s are currently
idle, at optimal performance this new system will potentially
result in a thousand-fold increase in computer power avail-
able to each and every PC user (and any other user); and, on
demand, almosi any desired level of increased power, lim-
ited mostly by the increased cost, which however would be
relatively far less that possible from any other conceivable
computer network configuration. This revolutionary
increase is on top of the extremely rapid, but evohltlonary
lllbleases dllCde Ubbulll g l.he CO
try discussed above.

The metacomputing hardware and software means of the
Metalnternet will provide performance increases that will
likely at least double every eighteen months based on the
doubling of personal computers shared in a typical parallel
processing operation by a standard PC user, starting first
with at least 2 PC’s, then about 4, about &, about 16, about
32, about 64, about 128, about 256, and about 512. After
about fiftcen years, cach standard PC uscr will likely be able
to use about 1024 personal computers for parallel processmg
or any other shared computing use, while generally using the
Internet or its successors like the Metalnternet for free. At
the other end of the performance spectrum, supercomputers
will experience a similar performance increase generally,
but ultimately the performance increase is limited primarily

by cost of adding temporary network linkages to available
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PC’s, so there is definite potential for a quantum leap in s

supercomputer performance.

Network computer systems as described above offer
alrmnct limitlace Aawvililityy dua ta tha ahaoindant crnnla ~F
ALTTIUSL THTTHILIRDDS II\J}\II’IIIly Uue ) v o avuiniuatic hul!l!l)’ wl
heretofore idle connected microprocessors. This advantage
would allow “tightly coupled” computing problems (which
normally are difficult to process in parallel) to be solved
without knowing in advance (as is now necessary in rela-

tively maggively narallel nrocessing) how manv nrocessors
uvery massivary parani proCosSsing; O0W many processors

are available, what they are and their connection character-
istics. A minimum number of equivalent processors (with
equivalent other specs) can be easily [ound nearby in a
massive network like the Internet and assigned within the
network from t

the number of microprocessors used can be almost com-
pletely flexible, depending on the complexity of the
problem, and limited only by cost. The current problem of
time delay will be solved largely by the widespread intro-

1des available nParhv Moreover,
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duction of broad bandwidth connections between computers
processing in parallel.

BRIEF DESCRIPTION OF THE DRAWINGS
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FIG. 1 is a simplified diagram of a section of a computer
network, such as the Internel, showing an embodimenl ofa
meter means which measures flow of ¢ wu.yuuu,v, during a

shared operation such as parallel processing between a

typical PC user and a network provider.

FIG. 2 is a simplified diagram of a section of a computer
nctwork, such as the Internet, showing an cmbodiment of
dllUlllCl meter means Wﬂlcﬂ micasurcs lllC IIOW UL 1‘1€tW01k
resources, including shared processing, being provided to a

typical PC user and a network provider.
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FIG. 3 is a simplified diagram of a section of a computer
network, such as the Internet, showing an embodiment of
another meter means which, prior to execution, estimates the
level of network resources, and their cost, of a shared
processing operation requested by a typical PC user from a
network provider.

FIGS. 4A-4C are simplified diagrams of a section of a
computer network, such as the Internet, showing in a
sequence of steps an embodiment of a selection means
‘thcr[:b‘l a Sha[‘?d nrocggglng IC[‘I“PQ' h‘/ a pp 'IQ n]nh:_‘heﬂ
with a standard presct number of othcr PC’s to cxccute
shared operation.

FIG. 5 is a simplified diagram of a section of a computer
network, such as the Internel, showing an embodiment of a
idled by its user, is

control means nrhpr‘p]’\v the DF when
C mean n 1al

Onrex

made available to the nelwork for shared processing opera-
tions.

FIG. 6 is a simplified diagram of a section of a computer
network, such as the Internet, showing an embodiment of a

giognal meang wherehy the DO whon idlad hy itg niger gionalg

signal means whereby the PC, when idled by its user, signals
its availability to the network for shared processing opera-
tions.

F1G. 7 is a simplified diagram of a section of a computer
network, such as the Internet, showing an embodiment of a
receiver and/or Irltéfiogcuur means Wucrcuy the network
receives and/or queries the availability for shared processing
status of a PC within the network.

FIG. 8 is a simplified diagram of a section of a computer
network, such as the Internet, showing an embodiment of a
selection and/or utilization means whereby the network
locates available PC’s in the network that are located closest
to each other for shared processing.

FIG. 9 is a simplified diagram of a section of a computer
network, such as the Internet, showing an embodiment of a
system architecture for conducting a request imitated by a
PC for a search using parallel processing means that utilizes
a number of networked PC’s.

FIGS. 10A-10I are simplified diagrams of a section of a
computer network, such as the Internet, showing an embodi-
ment of a system architecture utilizing a firewall to separate
that part of a networked PC (including a system reduced in
size to a microchip) that is accessible to the network for
shared processing from a part that is kept accessible only to
the PC user; also showing the alternating role that preferably
each PC in the network can play as either a master or slave
in a shared processing operation involving one or more slave
PC’s in the network; and showing a home or business
network system.

FIG. 11 is a simplified diagram of a section of a computer
network, such as the Internet, showing an embodiment of a
system architecture for connecting clusters of PC’s to each
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